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In the context of parametrized partial differential equations (PDE)s, we are interested in efficiently and
accurately approximating time-dependent quantities of interest f;: P — L2([0,7]) (for an end time
T > 0), which are given by applying an output operator to state-trajectories obtained from solving an
underlying PDE. We assume we are given a full order model (FOM) to evaluate f3, (e.g., stemming
from a spatio-temporal discretization of the PDE), that is however costly to evaluate in the sense that
while we may compute fj,(u) for few parameters p € P C RP, for p > 0, it is computationally infeasible
to evaluate f, in the context of uncertainty quantification or PDE-constrained optimization. We are
in particular interested in the case where this cost does not only stem from a high spatial resolution,
but where in addition a high temporal resolution or long-time integration 7" > 1 is required.

In our earlier work [1], we used model order reduction by reduced basis (RB) methods to generate
an RB-reduced order model (ROM) approximation fy, of f; by means of the method of snapshots,
to generate enough certified data to train a machine learning (ML) based model f;; as an efficient
surrogate for fj. The need for an additional ML surrogate stems from the fact that, while the RB-
ROM evaluations might be orders of magnitudes faster than the FOM evaluations, they are still
inherently iterative in time, limiting their use in aforementioned scenarios. While demonstrated to
perform well, the approach in [I] has two main systematic drawbacks: (i) the a-priori choice of training
sets and accuracies for the RB-ROM as well as the ML model (yielding models of fixed size and
accuracy) and (ii) more critically, as with most ML surrogates, there is no bound on the prediction
error || frn() — fa(p)]] <7 available.

This contribution addresses both shortcomings: (ii) by learning the RB coefficients of the intermediate
state, instead of learning the output directly, we propose a certified ML-ROM which combines approxi-
mation quality and certification of RB-ROMs with the online efficiency of ML predictions. This allows
to certify ML-ROM predictions a posteriori and helps to address (i): we propose an adaptive model
hierarchy of FOM, RB-ROM and ML-ROM, where (starting from trivial RB-ROM and ML-ROM)
each model is used to generate training data for the next, but only if the online certification indicates
a need for enrichment, which we demonstrate in the context of PDE-constrained minimization.
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